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A Provocation

“Everyone will readily agree that it is of the highest importance to know whether we are not duped by morality.”

- Emmanuel Levinas, 1961/1969, 21

Adam and Eve – Masaccio – 1426
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A Provocation

“The problem that concerns us in this conference—that of the community is, without doubt, a topical one, due to the unease felt by man today within a society whose boundaries have become, in a sense, planetary: a society in which, due to the ease of modern communications and transport, and the worldwide scale of its industrial economy, each person feels simultaneously that he is related to humanity as a whole, and equally that he is alone and lost.”

- Emmanuel Levinas, 1982/1989, 212
“As Daniel Dennett (2006) recently stated, AI ‘makes philosophy honest.’ Ethics must be made computable in order to make it clear exactly how agents ought to behave in ethical dilemmas.”

- Anderson and Anderson, 2007, 16

Computational ethics makes ethics honest.
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Moral Agency

{def MA} any agent that does the right thing morally, however determined.

{def RMA} an MA that is fully responsible and accountable for its actions. It can decide things for itself and also has the capabilities for full moral agency as defined by Moor (2006).

{def AMA} a manufactured MA that may or may not be an RMA.
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Moral Agency

This taxonomy allows us to ask two pressing questions:

1) Could an AMA be an RMA?

2) Should an AMA be an RMA?

Sodom and Gomorrah – Jan Brueghel the Elder – c1610
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What Ought Implies

{Def TO} if agent X seeks a goal state Y and Z is necessary for Y, then X ought to Z to get Y.

{Def MO} agent X is inclined to seek a goal state Y, but ought not because the moral law prohibits X from pursuing Y.

Ought implies can, but it also implies might not.
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The Paradox of Automated Moral Agency

1) If we are to build autonomous machines, we have a *prima facie* moral obligation to (try to) make them RMAs.

2) For an RMA to be responsible and able to be held responsible for its actions, it must be capable of both succeeding and failing in its moral obligations.

3) An AMA that is also an RMA must therefore be designed to be capable of both succeeding and failing.

4) It would be a moral failure to unleash upon the world machines that are capable of failing in their moral obligations.

5) Therefore, we have a moral obligation to build AMAs that are not also RMAs.
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The Sufficiency Argument

The kind of moral interiority necessary for an agent to be an RMA is a sufficient though not necessary condition for being an MA.

Therefore, moral interiority is not essential for moral agency.

To accept the argument, we must acknowledge that an MA is a genuine moral agent, whether it be an AMA, an RMA or both. There are at least three ways to do so.
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The Sufficiency Argument

1) Moral Functionalism
2) Moral Behaviorism
3) The Moral Turing Test

Adoration of the Golden Calf – Tintoretto – 1564
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Conclusions

Let us then postulate the existence of such a machine, call it MorMach. Its sole job is to calculate a moral course of action using some decision procedure or an amalgamation of several to determine what an individual should do in any given situation. Suppose that the size and scope of MorMach's dataset is such that it sees all and knows all (or almost all) and that after several succeeding generations, MorMach becomes the sole authority, the ultimate oracle, if you will, in all matters of morals. What then?
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A Palinode

I once knew a seminarian who, after spending two years working in a soup kitchen, decided that he should quit his work because his motives were not pure. “How selfish of me,” he asked, “to use people to satisfy my need for moral cleanliness?” How selfish of him, we might ask, to put his moral purity ahead of others who so desperately needed his response. Oddly, our seminarian was not too far from Kant, who once argued in favor of telling the truth to a murderer regarding the whereabouts of his intended victim. A deceit, he noted, could make one an incidental accomplice, whereas the truth could never permit so much (1797/1993). In both cases the need for preserving the moral purity of the subject is at issue. How unfortunate for the world ... and for ethics! Sometimes it’s best to feed the hungry for the wrong reasons rather than not at all. Sometimes it may be best to deceive.
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